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1. **Кодификатор фонда оценочных средств**

Наименование учебной дисциплины «ОП.14 Основы машинного обучения»

Планируемые результаты освоения дисциплины

ОК 01. Выбирать способы решения задач профессиональной деятельности, применительно к различным контекстам.

ОК 02. Использовать современные средства поиска, анализа и интерпретации информации и информационные технологии для выполнения задач профессиональной деятельности.

ОК 03. Планировать и реализовывать собственное профессиональное и личностное развитие, предпринимательскую деятельность в профессиональной сфере, использовать знания по правовой и финансовой грамотности в различных жизненных ситуация.

ОК 04. Эффективно взаимодействовать и работать в коллективе и команде.

ОК 09. Пользоваться профессиональной документацией на государственном и иностранном языках.

ПК 11.1. Осуществлять сбор, обработку и анализ информации для проектирования баз данных.

**2. Оценочные материалы**

1. Какие задачи относятся к типичным задачам машинного обучения? (выберите все подходящие варианты ответов)  
А) Классификация  
Б) Регрессия  
В) Сжатие данных  
Г) Запись данных на диск

2. Какие признаки могут приводить к переобучению модели? (выберите все подходящие варианты ответов)  
А) Слишком сложная модель  
Б) Мало данных  
В) Шумные данные  
Г) Использование регуляризации

3. Какие методы относятся к алгоритмам кластеризации? (выберите все подходящие варианты ответов)  
А) K-means  
Б) DBSCAN  
В) Линейная регрессия  
Г) Agglomerative Clustering

4. Какие методы используются для борьбы с переобучением? (выберите все подходящие варианты ответов)  
А) Регуляризация  
Б) Увеличение данных  
В) Снижение размерности  
Г) Удаление шумовых данных

5. Что может быть функцией потерь? (выберите все подходящие варианты ответов)  
А) MSE  
Б) MAE  
В) Entropy Loss  
Г) PCA

6. Какие виды обучения вы знаете?

7. Какая модель идеально запоминает обучающие данные, но плохо работает на новых?

8. Что необходимо для удаления шумов, ускорения обучения и визуализации?

9. Что классифицирует на основе ближайших соседей по расстояниям в пространстве признаков?

10. Что применяется при оценке качества модели на разных разбиениях данных, предотвращая переобучение?

11. Что такое машинное обучение?  
А) Создание ПО  
Б) Метод обучения на данных  
В) Хранение данных  
Г) Язык программирования

12. Какой тип обучения использует размеченные данные?  
А) Ненадзорное  
Б) Полунадзорное  
В) Надзорное  
Г) С подкреплением

13. Что такое переобучение?  
А) Модель плохо обучается  
Б) Модель идеально учится на обучающих данных, но плохо на новых  
В) Модель не обучается  
Г) Модель использует много ресурсов

14. Пример алгоритма классификации:  
А) Линейная регрессия  
Б) PCA  
В) KNN  
Г) Lasso

15. Что такое функция потерь?  
А) Оценка качества  
Б) Разница между предсказанием и истиной  
В) Процесс оптимизации  
Г) Алгоритм обучения

### 16. Соотнесите алгоритм и тип задачи:

|  |  |
| --- | --- |
| Алгоритм | Тип задачи |
| А — Линейная регрессия | 1 — Регрессия |
| Б — KNN | 2 — Классификация |
| В — K-means | 3 — Кластеризация |

### 17. Соотнесите термин и определение:

|  |  |
| --- | --- |
| Термин | Определение |
| А — Гиперпараметр | 1 — Задаётся до обучения |
| Б — Параметр модели | 2 — Обучается моделью |
| В — Функция потерь | 3 — Оценка ошибки модели |

### 18. Соотнесите метод и назначение:

|  |  |
| --- | --- |
| Метод | Назначение |
| А — PCA | 1 — Уменьшение размерности |
| Б — Random Forest | 2 — Ансамблевый метод |
| В — Gradient Boosting | 3 — Улучшение предсказаний за счёт слабых моделей |

### 19. Соотнесите тип обучения и пример:

|  |  |
| --- | --- |
| Тип обучения | Пример |
| А — Надзорное | 1 — Классификация email |
| Б — Ненадзорное | 2 — Кластеризация клиентов |
| В — С подкреплением | 3 — Обучение робота действиям |

### 20. Соотнесите понятие и пример:

|  |  |
| --- | --- |
| Понятие | Пример |
| А — Переменная-признак | 1 — Рост человека |
| Б — Целевая переменная | 2 — Цена квартиры |
| В — Нормализация | 3 — Масштабирование данных |

**3. Примерные критерии оценивания**

**Критерии оценки знаний при проведении устного/письменного опроса (зачет/экзамен)**

Оценка «**отлично**» – выставляется обучающемуся, показавшему всесторонние, систематизированные, глубокие знания вопросов дисциплины.

Оценка «**хорошо**» – выставляется обучающемуся, если он твердо знает материал, грамотно и по существу излагает его, но допускает в ответе некоторые неточности, которые может устранить с помощью дополнительных вопросов преподавателя.

Оценка «**удовлетворительно**» – выставляется обучающемуся, показавшему фрагментарный, разрозненный характер знаний, недостаточно правильные формулировки базовых понятий, нарушения логической последовательности в изложении программного материала, но при этом он владеет основными понятиями, необходимыми для дальнейшего обучения и может применять полученные знания по образцу в стандартной ситуации.

Оценка «**неудовлетворительно**» – выставляется обучающемуся, который не знает большей части основного содержания вопросов тем дисциплины, допускает грубые ошибки в формулировках основных понятий.

**4. Ключ (правильные ответы)**

## А, Б, В

1. А, Б, В
2. А, Б, Г
3. А, Б, В, Г
4. А, Б, В
5. Надзорное, ненадзорное
6. Переобучение
7. Уменьшение размерности
8. KNN
9. Кросс-валидация
10. Б
11. В
12. Б
13. В
14. Б

### 16. А — 1, Б — 2, В — 3

### 17. А — 1, Б — 2, В — 3

### 18. А — 1, Б — 2, В — 3

### 19. А — 1, Б — 2, В — 3

### 20. А — 1, Б — 2, В — 3